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Gateways



• Introduction to Science Gateways
• Ushering Scientific Software to “as-a-service” model
• Containers and Gateways
• Hands-on tutorial 
• Q&A
• Advanced Gateway Topics
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WHAT ARE SCIENCE GATEWAYS? 

Web interfaces and middleware for integrating 
distributed computing and data, automating 
expertise, controlling access, managing results, and 
speeding up your critical computational workflows

Learn more at https://sciencegateways.org/
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Resource-centric view --> Science-centric view



Secured access & Controlled sharing of digital artifacts



Federated Authentication 



CONTAINERS & GATEWAYS



Scientific App to a Gateway Interface
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Gateways can 
enable “Scientific 
app-store”



Dashboard of Scientific Experiments



Launch “Experiments”



Administrative Dashboards
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ADVANCED TOPICS



Apache Airavata 

• Gateway Developers: Open source 
software for building science 
gateways

• Users: Use it to transfer data and 
execute remote applications and 
pipelines on distributed resources

• Teams: Create, organize, clone, and 
share computational experiments

• Software Providers: Make scientific 
software available as a service



Science Gateways Platform as a Service:  SciGaP
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Number of applications run 
(3 years)

>136,000

Computing Hours (3 years) > 22.8 M





Key Points

Apache Airavata is open source, open community 
software

CIRC runs a hosted Apache Airavata deployment for 
clients: SciGaP

We integrate campus clusters, XSEDE resources, 
computational clouds, and international resources for 
gateways

We use best of breed software subsystems and DevOps 
operations practices

Subsystems for security, data management can be used 
independently


